Exploring the possibility of adding DGGS support to the S-100 Universal Hydrographic Data Model

Abstract
Discrete Global Grid Systems (DGGS) have many advantages over traditional coordinate reference systems. A DGGS is a spatial reference system consisting of multiple layers of grids with increasing resolution which partition the globe into polygon shaped cells of equal area. Individual cells can be easily identified and basic Geographic Information System (GIS) operations can be performed on data stored within the cells. Advantages of using DGGS for spatial data include the ability to integrate data layers of different data types in a statistically uniform way, the possibility to avoid distortions caused from projection, and the capability to scale analysis across multiple resolution levels. The benefits of using DGGS for hydrographic data, specifically Electronic Navigational Charts (ENC) are examined. The addition of DGGS to S-100 would provide a uniform gridding system for ENC cells, and would eliminate distortions in the Polar Regions caused when projecting rectangular cells based on latitude and longitude. The Open Geospatial Consortium (OGC) led a pilot project for which one of the participants developed a server that offers S-100 marine protected area data organized according to DGGS. Because of this success and the availability of open-source software for the implementation of DGGS, the BSH (German Federal Maritime and Hydrographic Agency) investigated the feasibility and possible benefits of using Discrete Global Grid Systems for S-100 data. The outcome was successful. However, it is recognized that DGGS as a standard is not yet advanced enough and the available software tools are inadequate for wide implementation. More investigation needs to be done, and additionally the best grid shape, orientation and aperture for a uniform grid for hydrographic data need to be determined. Overall, DGGS should be considered for future versions of S-100, the new universal hydrographic data model, because the benefits for ENCs and hydrographic data are clear and in the future, it is expected that DGGS will revolutionize GIS.
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Résumé
Les systèmes de grilles globales discrètes (DGGS) présentent de nombreux avantages par rapport aux systèmes de coordonnées de référence traditionnels. Un DGGS est un système de référence spatiale composé de plusieurs couches de grilles à résolution croissante qui divisent le globe en cellules en forme de polygone de superficie égale. Les cellules individuelles peuvent être facilement identifiées et les opérations de base des systèmes d’information géographique (SIG) peuvent être effectuées sur les données stockées dans les cellules. Les avantages de l’utilisation de DGGS pour les données spatiales sont notamment la capacité d’intégrer des couches de données de différents types de manière statistiquement uniforme, la possibilité d’éviter les distorsions causées par la projection et la capacité d’échelonner l’analyse sur plusieurs niveaux de résolution. Les avantages de l’utilisation de DGGS pour les données hydrographiques, en particulier les cartes électroniques de navigation (ENC), sont examinés. L’ajout de DGGS à la S-100 fournirait un système de grille uniforme pour les cellules des ENC, et éliminerait les distorsions dans les régions polaires causées par la projection de cellules rectangulaires basées sur la latitude et la longitude. L’Open Geospatial Consortium (OGC) a mené un projet pilote pour lequel l’un des participants a développé un serveur qui offre des données S-100 sur les aires marines protégées organisées selon un DGGS. En raison de ce succès et de la disponibilité de logiciels libres pour la mise en œuvre de DGGS, le BSH (Agence fédérale maritime et hydrographique allemande) a étudié la faisabilité et les avantages éventuels de l’utilisation de systèmes de grilles globales discrètes pour les données S-100. Cette étude a été couronnée de succès. Cependant, il est reconnu que la norme sur les DGGS n’est pas encore assez avancée et que les outils logiciels disponibles sont inadéquats pour une mise en œuvre à grande échelle. Il convient de poursuivre les recherches et de déterminer la meilleure forme, orientation et ouverture de grille, en vue d’obtenir une grille uniforme pour les données hydrographiques. Dans l’ensemble, les DGGS devront être pris en considération pour les futures versions de la S-100, le nouveau modèle universel de données hydrographiques, car les avantages pour les ENC et les données hydrographiques sont évidents et, à l’avenir, on s’attend à ce que les DGGS révolutionnent les SIG.

Resumen
Los Sistemas de Mallas Globales y Discretas (DGGS) tienen muchas ventajas sobre los sistemas tradicionales de referencia por coordenadas. Un DGGS es un sistema de referencia espacial que comprende múltiples capas de mallas de resolución creciente que dividen el globo en celdas poligonales de igual superficie. Las celdas individuales se pueden identificar fácilmente y pueden realizarse operaciones básicas del Sistema de Información Geográfica (SIG) con los datos almacenados en las celdas. Las ventajas de usar DGGS para datos espaciales incluyen la capacidad de integrar capas de datos de diferentes tipos de manera estadísticamente uniforme, la posibilidad de evitar distorsiones causadas por la proyección, y la capacidad de escalar el análisis a través de múltiples niveles de resolución. Se examinan las ventajas de usar DGGS para datos hidrográficos, concretamente Cartas Náuticas Electrónicas (ENC). Añadir el DGGS a la S-100 proporcionaría un sistema uniforme de mallas para las celdas ENC y eliminaría las distorsiones en las Regiones Polares producidas al proyectar celdas rectangulares basadas en latitud y longitud. El Consorcio Geoespacial Abierto (OGC) dirigió un proyecto piloto para el que uno de los participantes desarrolló un servidor que ofrece datos S-100 de áreas marinas protegidas organizados por el DGGS. Debido a este éxito y a la disponibilidad de software de código abierto para la implementación del DGGS, la BSH (Agencia Federal Marítima e Hidrográfica de Alemania) investigó la viabilidad y posibles beneficios de utilizar Sistemas de Mallas Globales y Discretas para datos S-100. El resultado fue un éxito. El resultado fue un éxito. Sin embargo, se reconoce que el DGGS como norma aún no está suficientemente avanzado, y que las herramientas de software disponibles son inadecuadas para una implementación generalizada. Es necesario seguir investigando y, además hay que determinar la mejor forma, orientación y apertura de cuadrícula para una malla uniforme de datos hidrográficos. En general, se debería tener en cuenta al DGGS para futuras versiones de la S-100, el nuevo modelo universal de datos hidrográficos, ya que los beneficios para las ENC y datos hidrográficos son evidentes y, se espera que en el futuro el DGGS revolucione los SIG.
1 Introduction

The International Hydrographic Organization (IHO) has developed the S-100 Universal Hydrographic Data Model to modernize and enhance the exchange and use of hydrographic data. The S-100 standard uses ISO 8211 (file interchange format), HDF5 and Geography Markup Language (GML) encoding formats and is a framework for the development of dependent product specifications. S-101 is the new product specification for Electronic Navigational Charts (ENCs), which will replace S-57, the standard data format currently used for digital hydrographic data. S-101 offers many improvements; for example, it is fully machine-readable, it supports data that are more complex, it makes updating ENC data easier, and provides dynamic under-keel clearance (Mellor, 2023). S-102 is for bathymetric surfaces and S-122 encodes marine protected areas as some further examples of product specifications. Hydrographic offices and industry are currently working towards the transition to S-100, a huge shift for hydrographic data, particularly for Electronic Chart Display and Information Systems (ECDIS). In 2026, S-100 data are available for ECDIS and new ECDIS systems are required to be compatible with S-100 by 2029 (Navtor AS, 2022). The advantages of the S-100 model are that it complies with ISO (International Organization for Standardization) standards, is machine readable, and will provide global consistency (IHO, 2022).

Although the S-100 model makes many advancements, there is still the problem that ECDIS needs to support multiple projections for the display of ENCs. According to the Performance Standards for Electronic Chart Display and Information Systems (ECDIS) published by the International Maritime Organization (IMO), ECDIS requires that positional data be referenced to the WGS 84 or PE-90 geodetic datum (IMO, 2022). However, the Performance Standards do not specify any projections and many ECDIS manufacturers use one projection for lower latitudes and one for Polar Regions where distortions become severe. Another challenge relating to ENCs that is present in S-57 and S-101 is that no uniform gridding system has been implemented. ENCs are divided into cells (files) so that the ECDIS system is able to load and unload cells as necessary while navigating and make updating easier (Palikaris & Mavraeidopoulos, 2020). Many hydrographic offices still base ENC cells on paper chart boundaries, or have their own gridding systems for ENCs, which consist of square cells based on latitude and longitude. In both cases, gridding systems do not match at borders between countries, and Polar Regions present exceptional challenges. IHO working groups, among others, have discussed the idea of implementing a uniform system on multiple occasions in the past.

A global spatial indexing system for S-101 data was proposed in a discussion paper from the 18th IHO Transfer Standard Maintenance and Application Development Working Group (TSMAD) meeting in 2009. The paper proposed a C-squares indexing system using numbered squares measured by latitude and longitude. Advantages of implementing a global spatial indexing system are listed in the paper, including, having a common system and standardized structure not tied to any national scheme. Advantages of the C-squares indexing system are that it can be extended indefinitely to any resolution, and is efficient for data storage and searching (Pharaoh, 2009). A second paper from the 12th Worldwide ENC Database Working Group Meeting (WENDWG12) in February 2022 reports on the progress of the ENC Scheming Guidelines Drafting Group. The drafting group was established at WENDWG11 to do a feasibility and impact study on new grid-based schemes for ENCs. The following important factors to consider when developing a gridding scheme were determined: interoperability, overlap, number of ENC cells, flexibility of the arrangement, and maintenance (IHO, 2022). At the 12th Arctic Regional Hydrographic Commission Meeting (ARHC12) in September 2022, IIC Technologies presented results from the Arctic Grid Project. The project proposed three candidates for a grid scheme for the Arctic region, one of which was a DGGS (Pitchard, 2022).

Discrete Global Grid Systems (DGGS) are a type of spatial reference system in which the globe is divided into nested layers of polygon shaped cells. DGGS offers the same advantages as C-squares (and a uniform system) and does not depend on latitude and longitude, which introduces distortions, particularly in the Polar Regions. The use of DGGS for S-100 will be investigated and discussed in this article. The concept of DGGS has been around for a long time, but the Open Geospatial Consortium (OGC) recently published it as an international standard in 2017. In 2021, the OGC conducted a pilot project, with the goal of enhancing marine spatial data infrastructure, which focused on the IHO S-122 standard for marine protected areas. As part of this project, a data server that ingests S-122 data and uses DGGS was developed (Japan Hydrographic and Oceanographic Department, 2022). Open source DGGS implementation tools and software exist and the BSH’s endeavor to produce a test DGGS dataset is presented.

2 Discrete Global Grid Systems

A Geographic Information System (GIS) is a computer system for storing, analyzing, and displaying spatial data. Multiple data layers can be imported, and overlaying these layers helps understand patterns and relationships in the data (National Geographic, 2024). There are two common formats of GIS data, vector (points, lines and polygons) and raster (grids of rectangular cells). Before analysis can be performed on data layers, they need to be converted to a common format. Maps created from GIS require a projection to transform coordinates on Earth’s curved
surface to a flat area. Map projections always have a distortion in either shape or size, or both. The authors of the article “Geospatial Operations of Discrete Global Grid Systems – a Comparison with Traditional GIS” suggest three issues with traditional GIS (Li & Stefanakis, 2020). First, when performing an overlay analysis in GIS, the different spatial data layers are stored in separate files and therefore are not vertically integrated and associated with a location. Second, in GIS software it is necessary to use a projection to visualize the Earth’s surface on a flat screen. This causes distortions that the viewer needs to interpret. Third, GIS analysis is typically performed at a single resolution level and it is not efficient to scale the data or store many layers of the data at different scales. The use of Discrete Global Grid Systems can address these three issues.

As defined by the OGC, “a Discrete Global Grid System is a spatial reference system that uses a hierarchical tessellation of cells to partition and address the globe” (OGC, 2023). A DGGS contains a “spatio-temporal referencing by zonal identifiers and functions for quantization, zonal query, and interoperability” (Gibb, 2021). The OGC Abstract Specification Topic on DGGS (Gibb, 2021) describes the terms used to define a DGGS. Tessellation refers to the partitioning of the globe into equal-area polygons, so that the globe is completely covered by the polygons and there is no overlap of the polygons. The polygons are referred to as cells, when discussing the geometry, or zones as the containers for storing data. One tessellation of cells is referred to as a discrete global grid. A Discrete Global Grid System contains many levels of discrete global grids with different cell sizes. The process of subdividing cells to form a tessellation of smaller cells is called cell refinement. The refinement ratio, or aperture, is the ratio of the number of cells in one tessellation to the number of cells in the immediate next tessellation level with the next largest cell size (parent cell to children cells). It is not necessary for children cells to be uniquely covered by a single parent cell (Alderson et al., 2020). Hierarchical refers to the organization or numerical order of the refinement levels of discrete global grids based on their decreasing cell size. Fig. 1 shows two examples of DGGS.

To construct the initial tessellation, a regular polyhedron is scaled so that its vertices touch an ellipsoidal (or spherical) earth model, and the vertices are joined with arcs on the ellipsoid. The tessellations shown in Fig. 1 were constructed from the regular polyhedron icosahedron, and the icosahedron is visible under the tessellation on the left. The tessellation on the left was constructed exactly as described above. The tessellation on the right was constructed from a truncated icosahedron, meaning that hexagons fill the triangular faces and pentagons cover the flattened vertices. Different orientations of the icosahedron are possible. Common approaches are to align vertices with the poles, symmetrical placement about the equator, or orient the icosahedron so that no vertex touches land (SOU, 2024).

The zones are identified with a unique spatio-temporal reference called a zonal identifier. The zonal identifier is an index, a label or code that indicates a position or time period or both. The indexing of DGGS is very efficient and makes for rapid calculations on data in the grid. Quantization is the process of how data get into the grid. Quantization functions assign data to zones. Different strategies exist for quantization, and it is possible to integrate vector and raster data for example. A zonal query function uses zonal identifiers to specify geometry and retrieve data from a zone. Spatial Relation Operations are used for cell navigation. Examples of relation operations are finding a cell’s parent cell or finding all cells from a smaller tessellation that are covered by a certain cell (Li & Stefanakis, 2020). Interoperability functions are used to transfer data from a DGGS externally. Information recorded about phenomena at a location can be easily referenced to the explicit area of the associated cell, integrated with other cell values,

Fig. 1 Examples of DGGS (Gibb, 2021).
and provides statistically valid summaries based on any chosen selection of cells. With equal area partitioning, spatial analysis can be replicated consistently anywhere on the Earth independent of resolution or scale (Gribb, 2021).”

Conventional global coordinate reference systems (such as latitude/longitude) currently used in GIS software, work well for navigation, which is what they were originally designed for. But, because one degree of longitude, does not represent the same distance everywhere on the globe, uncertainties and distortions are present when producing analyses or visualizations. Many of these uncertainties and distortions can be eliminated with DGGS, which uses equal area cells that represent the earth in a uniform way. DGGS are designed for information, to support data storage, processing, analysis, transmission, and visualization. With DGGS, layers of spatial data can be integrated by location, meaning vector and raster data can both be integrated in the DGGS grid and analyzed together without converting formats. Additionally, scalability is built into the DGGS system, meaning data can be easily viewed and analyzed at multiple resolutions (Li & Stefanakis, 2020).

3 State of the art
The OGC is an international organization of geospatial experts from various fields that work together to innovate and develop open standards for geospatial data. OGC’s mission is to make location information FAIR – Findable, Accessible, Interoperable, and Reusable (OGC, 2023). OGC developed an international standard for DGGS consisting of structural and functional requirements, published in 2017 (OGC, 2017). The standard was later published as an ISO standard, ISO 19170, in 2021 (ISO, 2021; Alderson et al., 2020). Additionally, OGC develops Application Programming Interface (API) standards designed to provide and access geospatial data on the web, which have been widely implemented. A draft OGC API for accessing data organised according to Discrete Global Grid Systems is currently under development (OGC, 2023).

Although limited, open-source software solutions exist for DGGS implementation, and researchers and companies have begun using DGGS for GIS analysis. The authors of “Geospatial Operations of Discrete Global Grid Systems – a Comparison with Traditional GIS” (Li & Stefanakis, 2020) made an in-depth comparison of available DGGS implementation software. They discuss the DGGS operations currently required by the OGC’s Discrete Global Grid Systems Abstract Specification and extended operations that are currently supported by traditional GIS and are foreseen to be developed for DGGS in the future. The basic functions are: quantization operations, spatial relation operations, and interoperability operations. The extended operations discussed in the article are: database techniques, data pre-processing and manipulation, spatial analysis and data interpretation, data computation, and data visualization. Only some basic functions have been implemented in the DGGS software available today. Four examples of DGGS implementation software that are available open-source are presented below. They are: HEALPix, geogrid, DGGRID, and H3. Then, two examples of analysis performed with open-source DGGS are described.

HEALPix is a DGGS implementation that was developed to support the analysis of very large multi-frequency satellite derived datasets at a high resolution (HEALPix Team, 2019). Three properties of HEALPix allow the execution of Fourier analysis with spherical harmonics on the sphere, and not be too slow. These properties are: a hierarchical structure, equal area cells, and an iso-latitude distribution of the cells, meaning the cell centres are located on rings of constant latitude (Górski et al., 2022). The grid is based on an octahedron with its points at the north and south poles. Diamonds cover the four vertices at the equator and the eight faces. To construct each finer resolution grid, each face is split into four diamonds. HEALPix is available in the following program languages: C, C++, Fortran90, IDL, Java and Python; and offers many features, including: generation and query of the DGGS, manipulation of satellite datasets, spherical harmonics transformations, and visualization (HEALPix Team, 2019).

The DGGS implementation geogrid was developed at Heidelberg University and allows the generation and handling of the Icosahedral Snyder Equal Area Aperture 3 Hexagon (ISEA3H) Discrete Global Grid System (Mocnik, 2021). ISEA3H is a projection that maps the icosahedron onto the sphere. Aperture 3 is the refinement ratio, or in other words, the number of children cells per parent cell. Hexagon is the cell shape (Sahr et al., 2013), geogrid is programmed in Java and includes the following functions: translation of coordinates to grid cells, indexing, cell geometry calculations and visualization.

DGGRID is another example of an open-source DGGS implementation. DGGRID allows the generation and manipulation of icosahedral discrete global grids (Sahr, 2024). It is possible to specify the following parameters to create a customized DGGS: the orientation of the base icosahedron, the projection used to transfer the base icosahedron edges onto the sphere, the cell shape (hexagon, triangle, or diamond), the aperture, the resolution, and the earth radius (Sahr, 2023). Kevin Sahr wrote DGGRID in C++, and based on this library; Richard Barnes developed an R package, dggridR, with much of the same functionality (Barnes & Sahr, 2017). Barnes intends dggridR to be used for spatial statistics, as it allows binning in evenly sized cells instead of using a rectangular grid based on latitude and longitude, which introduces distortions.

H3, Uber’s hexagonal hierarchical spatial index, is a DGGS implementation developed by the ride-sharing and food delivery company for their specific purposes, and made available open-source (Brodsky;
The H3 grid, shown in Fig. 2, was constructed from a truncated icosahedron, where pentagons cover the twelve vertices, and ten (partial) hexagons cover each of the twenty faces. The base level grid (resolution 0) has 110 hexagonal cells and 12 pentagon cells. The area of the hexagon cells within one resolution differ based on their distance to the pentagon cells. The ratio between the minimum and maximum area of cells within one resolution is nearly 2 (Uber, 2024) and the area of the pentagons is close to the area of the smallest hexagons. There are sixteen resolution levels, the largest have an average area of 4 million square kilometers and the smallest 0.9 square meters. The grid is positioned on the globe so that the pentagons are centered over water, to avoid pentagons in Uber’s use of analysing drivers and riders across a city and be able to cluster cells to represent neighbourhoods (Brodsky, 2018). H3 was written in C and bindings are available for Java and Python. The basic functions available are indexing, transforming latitude and longitude coordinates to cell addresses, locating neighbouring cells, and representing movement between cells.

The author of ‘Discrete Global Grid Systems as scalable geospatial frameworks for characterizing coastal environments’ did an analysis of coastal temperature data, aggregating and interpolating the data in a hexagonal DGGS using both the H3 Python library and the dggridR R package (Bousquin, 2021). An advantage of H3; neighbours of a cell can be determined directly from the cell index and do not need to be stored in a separate table. The authors of ‘Integrating the Who, What, and Where of U.S. Retail Center Geographies’ used H3 for an analysis of retail centres in the United States (Ballantyne, Singleton, Dolega and Macdonald, 2022). Three datasets, more than three million retails places points and their building footprints, and retail land-use polygons from OpenStreetMap, were aggregated to an H3 grid at resolution 11. Major retail centres, defined as having more than fifty retail places within neighbouring cells were extracted. An R package, h3jsr, for spatial operations on H3 DGGS was used for the analysis on characteristics of retail centres. This research is an example where DGGS was successfully used in place of traditional GIS methods.

4 Federated Marine Spatial Data Infrastructure Pilot Phase II

The Federated Marine Spatial Data Infrastructure (FMSDI) Pilot Phase II is an OGC Innovation Program initiative with the objective of enhancing Marine Spatial Data Infrastructures (MSDI), to better understand MSDI maturity, and to demonstrate the power of FAIR data in the context of the marine environment (Taleisnik & Idol, 2022). The goal of the initiative was to transform and interoperate with S-100 data, using S-122 as the example. First, Marine Protected Area (MPA) data were transformed into S-122 and served through OGC APIs, then the IHO and OGC standards and how the standards influence the interoperability and usage of MPA data were investigated, and finally, a roadmap for MSDI development was created. The initiative is described in an OGC Engineering Report.

The Marine Protected Area Product Specification (MPA) data were transformed into S-122 and served through OGC APIs, then the IHO and OGC standards and how the standards influence the interoperability and usage of MPA data were investigated, and finally, a roadmap for MSDI development was created. The initiative is described in an OGC Engineering Report. The Marine Protected Area Product Specification (MPA) data were transformed into S-122 and served through OGC APIs, then the IHO and OGC standards and how the standards influence the interoperability and usage of MPA data were investigated, and finally, a roadmap for MSDI development was created. The initiative is described in an OGC Engineering Report.
IIC Technologies demonstrated one Baltic/North Sea Server. Pelagis and Helyx Secure Information Systems Ltd. each demonstrated clients designed to ingest data from the server (from various sources). IIC Technologies and the University of Calgary demonstrated two Data Fusion Servers that ingest various datasets. Data Fused Clients were demonstrated by Compusult and Pelagis. The server demonstrated by IIC Technologies was designed to ingest MPA data from various sources, transform it to S-122, and offer it through an OGC API. The MPA data were provided in shapefile and Web Feature Service (WFS) format and were first reduced to PostGIS database tables, then the fields were mapped individually to the S-122 fields and a custom tool used for the transformation. Many MPA have borders along the shoreline, and shorelines often have a high point density. Therefore, downloading from the server and viewing so many vertices was challenging. Using a DGGS would improve performance because MPAs could be efficiently partitioned to the grid. The MPA polygons would need to be partitioned according to the grid system, downloaded, and pieced together again. Some grid cells would have partial coverage so a data coverage concept would be necessary. The University of Calgary’s Fusion Server published data processed into an Icosahedral Snyder Equal Area Aperture 3 Hexagonal (ISEA3H) DGGS. The server ingests coverage data and vector data from different sources, and these data are mapped together into a hierarchy of hexagonal cells. A GeoJSON encoding was used for the data and they were delivered using an Environmental Data Retrieval (EDR) API accessed via Web Coverage Services (WCS). The use of DGGS is still in the experimental stage and what data structure to use to deliver the data is unknown, but an extension of WCS could be an option. Clients requesting location data from the server need knowledge of the DGGS geometry. Additionally, the data structure needs to support the functionality to search the data, which so far has not been implemented, but could possibly be done with Common Query Language (CQL).

The Engineering Report makes suggestions to add a number of new attributes to the S-122 model and discusses potential solutions to the challenges encountered with DGGS. A major difficulty with DGGS is that clients accessing data stored in DGGS need to know how to decode cell location information, meaning that they need to be able to translate the DGGS geometry to coordinates. Additional developments that would be beneficial include, support for temporal extents, and the possibility to query by tessellation level. The servers and clients developed for the Pilot project used a GeoJSON encoding instead of the GML that is used in the S-122 standard. The reason stated in the report for using GeoJSON is because of the interoperability of the format and wide adoption and support in mapping software (Taleisnik & Idol, 2022). Further, the report discusses challenges between the S-122 standard and the GeoJSON encoding. The report recommends the use of ISO 19152 for more complex restrictions and suggests adding new attributes to the S-122 model.

Phase III of the pilot builds on the work accomplished during phase II. The goal of phase III was to enhance MSDI and advance the implementation of open data standards through use cases on the
integration of marine and terrestrial data in the Arctic. One of the participants, the University of Calgary, contributed a Discrete Global Grid System server and another participant, Ecere Corporation, implemented a DGGS client interacting with this server. An ISEA3H DGGS was used to integrate elevation, land cover, population, ship lanes, MPA and additional data to model and visualize three sub-scenarios – coastal erosion, flooding, and navigational hazards. Results, challenges encountered during the development and lessons learned are detailed in the OGC Engineering Report on phase III (Thomas & Saeedi, 2023).

5 Investigation
This section presents the investigation into DGGS done by the BSH (German Federal Maritime and Hydrographic Agency). It describes the production of an S-122 dataset and shows the conversion of the S-122 Marine Protected Areas to a DGGS. Additionally, it discusses a comparison of DGGS grid cells and finally it provides a summary of the investigation.

5.1 S-122 dataset production
The BSH has produced a test S-122 dataset of Marine Protected Areas (MPA) within the German Exclusive Economic Zone (EEZ). The S-122 data were produced from the existing S-57 feature RESARE (Restricted Area) data in BSH’s primary production tool CARIS Hydrographic Production Database (HPD), and Marine Protected Area data from the International Union for Conservation of Nature (IUCN) downloaded from Protected Planet. The data were imported to QGIS in shapefile format. Errors in the IUCN data were first cleaned up, and then both datasets were imported to an SQLite database and a table was created to represent S-122 attributes. Additional tables were created and filled for RestrictedArea, DataCoverage, Authority, ContactDetails, Applicability, and Regulations. A Python script was used to generate the S-122 GML from the SQLite database. Finally, the output GML was validated against the S-122 schema in XMLSpy. Fig. 3 shows the Marine Protected Areas encoded in the S-122 test dataset. The data encoded for the area Pommersche Bucht is displayed in the table in the top right corner of the map.

5.2 Converting S-122 data to DGGS
To test the feasibility of using DGGS for S-100 data, the Marine Protected Area data were organized according to a DGGS. Uber’s DGGS implementation H3 Python binding was used for the investigation because Python is accessible and interoperable with BSH processes and therefore using H3 was quick and efficient for producing some test data. H3 uses hexagonal cells with aperture 7 and all basic DGGS operations are implemented. However, H3 is optimized for land data; but the purpose here was to test how DGGS data work, not to present a permanent solution of a DGGS grid for hydrographic data. The MPA polygons were transformed to groups of hexagonal cells using the polygon_to_cells function. Cell resolution 8 was used which has an average cell area of 0.7 km² (Uber, 2024). Because no visualization operation has so far been built into the DGGS functionality, the hexagonal cells must be converted to traditional GIS polygons and exported to a common GIS file format in order to produce a map of the data. This process is very slow because of the large number of small hexagonal polygons now making up the original areas. Therefore, a smaller DGGS cell size was not feasible for the scale of the whole German EEZ. A smaller cell size is, however, not necessary at this scale. When comparing Fig. 3 above of the MPA GML polygons and Fig. 4 below showing the MPA data arranged to a DGGS, at this scale it is not possible to see the edges. In the zoom window in the top right of the map below it is possible...
to see that the MPA areas are made up of many small hexagons and the boundary has changed slightly to match the hexagon pattern.

The highest resolution possible with H3 is resolution 15, which has an average cell size of 0.9 m². The second highest resolution possible, resolution 14, has an average cell area of 6.3 m² (Uber, 2024). The smallest MPA in the S-122 test dataset, Neuenlander Außendeich, was converted to DGGS at resolution 14. The area is approximately 150 m by 1,000 m. It is shown in Fig. 5 below on the left. In the overview map on the bottom right, the area is nearly not even visible on the River Weser south of Bremerhaven. On the top right is a zoom of a small area where the individual hexagons are visible and the polygon area from the S-122 GML dataset is displayed underneath so that the differing edge border is visible. At resolution 14, the maximum difference of the edge location between the original polygon and the DGGS is approximately 1.5 m. The original polygon covers an area of 173,996 m² and the DGGS area covers 174,010 m². This is a difference of 14 m² or 0.008 % of the original polygon area. It would need to be considered whether this change of the MPA boundary is acceptable at a certain scale, whether the legally defined limits of the MPA should not be modified at all, or whether an extension of the MPA to match the hexagonal grid, while ensuring the entire MPA is contained, would be acceptable.

5.3 Modelling DGGS grid cells
DGGS can be a system for organizing data layers, but also has the benefit that because DGGS consists of (almost) equal area cells around the globe, including in the Polar Regions, it could be used for an Electronic Navigational Chart (ENC) gridding system and the same system could be used everywhere. Fig. 6 shows the three largest cell sizes of the H3 DGGS (resolution 0, 1 and 2 with corresponding approximate average cell areas 4 million km², 610,000 km² and 87,000 km²; Uber, 2024). There are sixteen resolutions in H3 and the smallest has an average cell area of 0.9 km². Therefore, the scalability of the cell sizes would be beneficial for different ENC cell sizes for different scales. Again, H3 is just used here as an example, but any DGGS would offer the same scalability option and could be optimized for the specific purpose of ENC cells. On the left is an orthographic projection that shows how the hexagons lock on the globe and the (almost) equal area of the cells is visible. On the right, a Mercator projection is used, which is a typical projection used for navigation. Here the distortions are present and become extreme near the poles. As a comparison, a 10° latitude by 10° longitude grid is shown below in Fig. 7. In the orthographic projection on the left, it is clear that as the lines of longitude converge at the poles, the cells become narrower towards the poles, however, in the Mercator projection, these cells appear much larger. When cells sizes are not equal, the distortions from the Mercator projection are much harder to interpret.

5.4 Summary
The BSH successfully transformed an S-122 test dataset to DGGS. Although, because visualization is not implemented in H3, the hexagons need to be exported to traditional GIS format and viewed in GIS software or a web map, but this is very slow for many small hexagons because traditional GIS software has no knowledge of DGGS yet. Exporting polygons as dissolved areas of hexagons would be more efficient. It is difficult to show the advantages of DGGS as a data format because the tools for implementing and working with DGGS are not yet advanced enough, however, it is relatively easy to convert polygons to DGGS. The advantage of using equal area cells for ENCs and hence avoiding distortions can clearly be seen when comparing hexagonal DGGS cells to cells based on latitude and longitude. Equal area cells also have the advantage that especially when the data inside are arranged according to DGGS, the size of ENC files including all data should be similar when the cell sizes are equal. A
uniform system for ENC cells is perhaps currently the strongest advantage of using DGGS.

6 Outlook and conclusion
Discrete Global Grid Systems are a spatial reference system in which the globe is partitioned into equal area polygons, and the polygons form cells arranged into hierarchical grids. The cells can be referenced via zonal identifiers, and spatial operations based on the cells are possible. The OGC published an international standard describing DGGS and basic operations in 2017. Open-source software is available for the implementation of DGGS, and analysis is possible with the basic operations implemented so far. Advantages for using DGGS for S-122 data were identified through the Federated Marine Spatial Data Infrastructure (FMSDI) Pilot Project Phase II, for example, that DGGS would eliminate the challenges with high point densities. BSH has successfully produced an S-122 dataset according to the current standard and organized the dataset according to DGGS. Discrete Global Grid Systems offer advantages over traditional GIS methods and coordinate systems because DGGS is designed for information, multiple data types can be integrated, and it is efficient to scale.

There are still many challenges to overcome before DGGS can be widely implemented for hydrographic data. First, a further investigation would be necessary into the operability of DGGS with different file formats such as hdf5, raster, vector, point clouds, and even digital twin data. The interoperability between files in different formats and whether the effects are related to the gridding system or file formats would need to be identified. One example of such a test would be to combine raster bathymetry data and ENC vector data to DGGS cells. A second investigation into the operability of DGGS for ENC cells would be necessary. ENCs are used for navigation and therefore require a reference system conversion between the ship’s Global Navigation Satellite System (GNSS) signal and the chart horizontal reference system. How this works when the chart is referenced to a DGGS would need to be determined. Thirdly, the scalability of DGGS would need to be investigated. The kRing function implemented in H3 allows for the compacting of hexagons making it possible to represent an area in higher detail with fewer hexagons (Brodsky, 2018). An example is shown in Fig. 8. Additionally, the level of detail necessary would need to be determined and the idea of coverage coming from OGC’s pilot project investigated. Finally, the benefits of using DGGS for other S-100 products need to be investigated, possibly including the use of routing and/or clustering operations already implemented in available DGGS software.

Although there are still challenges to be worked out relating to the operations and data structure to be used, it is possible to implement S-122 data according to a DGGS. Using Discrete Global Grid Systems, instead of traditional coordinate systems, to organize data, offers many advantages. For example, datasets with global coverage can be represented in a uniform way and many distortions that would be present with traditional coordinate systems can be eliminated. Hydrographic offices around the world are currently working towards the transition to S-100 hydrographic data. One major component of S-100 is the new S-101 standard for ENCs. ECDIS systems currently require at least two projections, one for displaying charts in the Polar Regions, and one for navigation in lower latitudes. S-100 does not specify a standard to address this issue. Another thing not addressed with S-100 is a uniform gridding system for ENC cells. Currently, countries have their own systems, largely based on latitude and longitude. Benefits of using DGGS for S-100 to have been identified. First, a DGGS grid would provide one global uniform system for displaying charts in ECDIS, with seamless coverage and no distortions in the Polar Regions. Second, DGGS can be a gridding system for ENC cells that is consistent across all nations and matches at borders and the possibility of implementing a common scaling. This has been discussed many times in the past. Third, DGGS can handle large amounts of data and can combine different types of data, for example bathymetry data (raster) for ENCs (vector). Advantages of using DGGS for a server to store, transmit, and visualize Marine Protected Area data and combine datasets were shown from OGC’s pilot project.

Software for the implementation of DGGS is not yet advanced enough and at this point cannot compare to traditional GIS software in functionality and operability. However, DGGS will be used in the future for many applications as the tools become available and advantages are realized. DGGS has the possibility to be better than traditional GIS and even replace it in the future. Therefore, it would be beneficial for S-100 to support DGGS in the future. This would be a long-term goal, but the development of the next edition of the S-100 framework to
enable the possibility of supporting DGGS should be thought about now. Questions to be answered are: is the S-100 GML encoding interoperable enough and how advanced do standards need to be before it is feasible to add DGGS support. A single, customized DGGS for hydrographic data would need to be developed. The cell shape, aperture, and orientation would need to be optimized. Ideally, in the future, systems used for the production of navigational charts will support automatic integration of DGGS. Discrete Global Grid Systems are a solution designed for data storage, analysis, and visualization and have the potential to improve interoperability, FAIRness and advancement of Marine Spatial Data Infrastructure (MSDI) implementation.
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